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The central objective of this proposal is the study of finite automata for transforming streams.

Streams. In recent times, computer science, logic and mathematics have extended the focus of
interest from finite data types to include infinite data types, of which the prototypical example
is that of infinite sequences of symbols, or streams. Streams are of paramount importance in
a wide range of fields, from formal languages to pure mathematics and physics: they appear
in functional programming, formal language theory, in the mathematics of dynamical systems,
fractals and number theory, in business (financial data streams) and in physics (signal processing).
As Democritus in his adagium Panta Rhei already observed, streams are ubiquitous.
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Finite automata as transformers. Finite automata play a central role in computer science and
mathematics, and have a broad range of applications in industry, ranging from text processing and
compiler construction to software and hardware design and verification.

Automata can be used as acceptors and transducers. As acceptors they simply accept or reject
input words, and thereby define a language of accepted words. Transducers, on the other hand,
have a much richer output. They transform input words into output words, and thereby realise a
function on words.
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Figure 1 – A finite state transducer realising the difference of consecutive bits modulo 2.

Figure 1 depicts an example of a finite state transducer (FST) [5, 112]. A label ‘a |w’ along an
edge indicates that the input letter is a and the output word is w. The transducer reads the input
stream letter by letter, in each step producing a piece of the output and changing its state. So the
total output word is the concatenation of all the output words encountered along the edges.

The transducer given in Figure 1 transforms the input word 011 into the output word 10. When
the input is an infinite sequence, a stream, the output of the transducer will be a stream as well. For



Endrullis 3

example, the automaton transforms the Thue–Morse sequence M (see ‘Background on streams’
on page 10) to the period doubling sequence PD:

0 1 1 0 1 0 0 1 . . . = M→ 1 0 1 1 1 0 1 . . . = PD

In a finite state transducer, the output word given by a transition can have arbitrary length (also
empty). Thereby FSTs generalise the class of Mealy machines; the latter are restricted to output
precisely one letter in each step. The transducer shown in Figure 1 is not a Mealy machine, and
there exists no Mealy machine implementing this transformation.

State of the art

The state of the art of research on finite automata is summarised in Figure 2.

automata as acceptors automata as transducers

finite words well-studied " well-studied "
infinite words (streams) well-studied " hardly studied %

Figure 2 – State of the art in automata theory.

Automata on finite words have been studied both as acceptors and transducers. The well-
known Chomsky hierarchy relates classes of languages to different forms of automata and gram-
mars. For instance, finite state automata, pushdown automata and Turing machines accept the
classes of regular languages, context-free languages and computable languages, respectively.
Also transducers for finite words are well-understood: finite state transducers give rise to the
rational functions, and Turing machines to the computable functions.

For streams, automata have been studied extensively for defining single streams and for defin-
ing languages of streams (as acceptors). Concerning the former, the key notion is that of automatic
sequences [5] presenting deep connections between computer science and number theory. A se-
quence is k-automatic if there exists a finite automaton that computes its n-th element when given
the base-k representation of n as input.

Automata for defining languages of streams (acceptors) are known as stream automata or ω-
automata. They play a crucial role in model checking and formal verification as they allow for
describing the (un)acceptable behaviours of non-terminating systems such as operating systems,
control systems or hardware. There are various versions of stream automata, in particular Büchi,
Muller, Rabin and parity automata.

Surprisingly, finite automata for transforming streams have hardly been studied, except for Tur-
ing machines, for which the ensuing hierarchy of stream degrees is well-known as Turing degrees
(see below for further information). Beyond Turing machines, there has been almost no research
on the power of finite automata, such as finite state transducers or Mealy machines, for trans-
forming streams. The exceptions are the papers [108, 12, 31]. M. Dekking [31] has shown that
every finite state transduct of a morphic stream is again morphic (or finite). G. Rayna [108] and
A. Belov [12] have some interesting observations on streams transformations by Mealy machines.



Endrullis 4

Central objective and methodology

The main goal of this project can be summarised as follows.

Goal The central objective of this project is to develop fundamental theory to reason
about the power and limitations of finite automata for transforming streams.

Currently, there is a lack of theory about stream transducers. Even for simple examples of streams,
there exist no techniques to determine whether there exists a finite automaton transforming one
stream into the other:

Q1 Consider the period doubling sequence PD and drop every third element:

PD = 1011 1010 1011 1011 1011 · · ·
X = 10 1 1 10 01 10 1 1 11 · · ·

It is easy to find a finite state transducer that transforms PD into X. Is the reverse also
possible, or is information irrevocably lost?

Surprisingly, automata theory is not ready to answer such simple questions. Although finite state
transducers are very simple and elegant devices, we hardly understand their power for transforming
streams. This project aims to develop the necessary theory about finite automata transforming
streams. As transformational devices, we consider different well-known automata models:

Goal We envisage to study the power of the following automata models for transform-
ing streams:

(i) finite state transducers (including the variants ‘non-erasing’ and ‘uniform’),

(ii) Mealy machines, and

(iii) pushdown transducers (extension of finite state transducers with a stack).

To achieve these goals, it is crucial to go beyond existing methodologies, in particular by
finding connections between mathematics and computer science.

Goal Develop new techniques to reason about finite automata. To this end, we envisage
to build bridges between automata theory and different fields of mathematics and
computer science.

We have already taken the first steps towards this goal. Although streams and finite state transduc-
ers are discrete objects, we demonstrated in [53, 54] that techniques from continuous mathematics
can be used to reason about the power and limitations of finite state transducers. To be precise, we
have used the following methods from linear algebra and analysis:

(a) continuity,
(b) Vandermonde matrices,
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(c) invertibility of matrices, and
(d) the generalised mean inequality.

We have used (a)–(c) to establish that there exist transducers that realise certain transformations on
streams. This allowed us to conclude that there is an infinite number of atoms (non-trivial, minimal
degrees) in the Transducer degrees (see below). We have employed (d) to reason about limitations
of finite state transducers, to show that certain transductions are impossible. For instance, we have
shown that the stream 〈n3 + n2 + n〉 cannot be transformed into 〈n3〉. See ‘Transducer degrees’
for the definition of streams 〈· · ·〉.

To our best knowledge, our papers [53, 54] constitute the first application of techniques from
continuous mathematics to reason about the power and limitations of finite automata, and thereby
pioneers a fruitful bridge between these fields of mathematics and computer science.

Jeffrey Shallit, one of the world authorities in automata theory, highlighted two of our in-
triguing questions about Transducer degrees during his invited talk at the British Colloquium for
Theoretical Computer Science in 2014 (see [117] for the slides):

(1) Is the degree of the Thue-Morse sequence an atom?

(2) Are there atom degrees other than that of 100101102103 · · · ?

Our approach (described above) enabled us to answer question (2) by showing that there is an
infinite number of atoms. Question (1) remains open and is one of the questions we intend to
investigate in this project.

Our general methodology in this project is based on mathematical logic, formal languages and
combinatorics on finite and infinite words [19, 14, 15, 85, 69, 105]. We use techniques from the
vast culture of automata theory, the backbone of computer science [36, 112, 84, 104].

We frequently define streams equationally. Thus, more operationally, our background is that
of term rewriting systems, also infinitary. We have successfully used term rewriting to reason
about properties of streams in [41, 38, 47, 45, 46, 39, 142, 43, 49], including the solution of open
problems on streams in [48, 62]. In [48] we have solved a long-standing open problem (from
1993) on the subword complexity of words generated by periodically iterating morphisms.
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Degrees of Transducibility

Our goal is to understand the power of finite state transducers, Mealy machines and pushdown
transducers (and Turing machines) for transforming streams. For each of these machine models
we obtain a hierarchy of stream degrees, as we explain below. For simplicity, we will speak of

(i) Transducer degrees,

(ii) Mealy degrees,

(iii) Pushdown degrees, and

(iv) Turing degrees, respectively.

LetM be one of the above machine models. The hierarchy of stream degrees arises as follows:

We obtain a transducibility relation ≥M on the set of streams as follows: for streams u andw we
define

u ≥M w ⇐⇒ u can be transformed into w by a machine fromM

This relation≥M is a pre-order, which induces equivalence classes of streams, called degrees, and
a partial order on these degrees. So a degree is an equivalence class with respect to the equivalence
relation ≥M ∩ ≤M.

For instance, the Thue–Morse sequence M and the period doubling sequence PD are equivalent
with respect to finite state transduction. Both streams belong to the same degree in the Transducer
degrees. We have already seen a FST transforming M into PD, and it is not difficult to find a FST
for the reverse transformation.

The transducibility relation can be interpreted as a complexity comparison for streams: if the
stream u can be transformed into w, then u is at least as complex as w, denoted u ≥M w. A
degree consists of streams that have the same complexity, meaning that they are transformable into
each other.

Goal We envisage to study the transducibility relation ≥M and the ensuing hierarchies
of stream degrees for the machine models mentioned above. Turing degrees have
been studied extensively, and will provide us with many guiding analogies.

On the one hand, we are interested in the structural properties of these hierarchies.
On the other hand, we are aiming at decision methods (or at least heuristic criteria)
for determining whether given streams can or cannot be transformed into each
other.

To give a better impression of the hierarchies we discuss a few basic properties: bottom degrees
and atoms.

0 bottom degree

other degrees
The bottom degree 0, illustrated on the right, is a degree that

is less or equal to all other degrees: for all degrees x we have
0 ≤ x. For the Turing degrees the bottom degree consists of
all computable streams. For the Transducer and Mealy degrees,
it consists of all ultimately periodic streams, streams of the form
uvvvv · · · for finite words u, v.
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An interesting concept is that of an atom degree, that is, a degree that is directly above the
bottom degree with nothing in-between:

0 bottom degree

atom degree
nothing in-between

Thus the atom degrees reduce only to 0 or themselves:

(i) For the Transducer degrees, it was an open problem for a while whether there exists more
than one atom. In [44, 55], we have proven the existence of a countably infinite number of
atom degrees, but it remains an open problem whether there are continuum many.

(ii) In the Mealy degrees, there exist no atom degrees, see further [12].

(iii) In the Turing degrees, atoms are usually referred to as minimal degrees. A famous result
about Turing degrees, obtained by Spector [125], is the existence of an atom degree strictly
below the first Turing jump (the degree of the halting problem). Lacombe [119] has extended
the construction of Spector to show that there are continuum many atoms in the Turing
degrees.
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ultimately periodic words

atoms Q4

M X

sup?

〈n〉 〈n2〉 〈pk〉
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Q12

polynomials of
fixed order k ≥ 3

Q3

Q7

Q13
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Figure 3 – The partial order of Transducer degrees. Some open problems are indicated in red. The blue
nodes are degrees. Note that 〈n〉 and 〈n2〉 are atoms, while 〈nk〉 is not an atom for k ≥ 3. Here pk is
a particular polynomial of order k. The degree of 〈pk〉 is an atom and all other polynomials of order k
can be transduced to 〈pk〉. The degree of C is the top degree of the computable streams (there are only
uncomputable degrees above C).

Due to the space limitations in this proposal, we will focus on Transducer degrees in the
remainder. Figure 3 sketches some open problems together with initial results about the hierarchy
of Transducer degrees that we have already obtained [50, 44, 55, 53, 54]. We use the following
notation: for f : N → N we define the stream

〈f〉 =
∞∏
i=0

0f(i)1 = 0f(0) 10f(1) 10f(2) · · · .



Endrullis 8

In the sequel we often write 〈f(n)〉 to denote the sequence 〈n 7→ f(n)〉. For instance:

〈n〉 = 1 10 100 1000 10000 100000 · · · 〈n2〉 = 1 10 10000 1000000000 · · ·

An initial study of this partial order of degrees has been carried out in [50]. The bottom degree
0 of the hierarchy is formed by the ultimately periodic streams. The hierarchy is not dense, not
well-founded (there exist infinite decreasing chains), there exist no maximal degrees, and a set of
degrees has an upper bound if and only if the set is countable. Beyond these initial observations,
the structure of the Transducer degrees is largely unexplored territory. There is a plethora of
interesting open questions:

Q2 Is the degree of Thue-Morse an atom?

Q3 Does there exist a non-computable atom in the Transducer degrees?

Q4 Are there continuum many atoms in the Transducer degrees?

Q5 Are the degrees of Thue-Morse M and Mephisto Waltz W incomparable? Here W is the
morphic stream obtained as the limit of iterating the morphism 0 7→ 001, 1 7→ 110 on the
starting word 0.

Q6 Does every degree have a minimal cover, that is, a degree directly above with nothing in-
between?

Q7 When does a pair of degrees have a least upper (greatest lower) bound?

Q8 Are there infinite ascending (descending) sequences having a least upper (greatest lower)
bound?

Q9 Are there interesting dense substructures? Are there dense intervals? That is degrees a and
e with a < e such that for all b,d with a ≤ b < d ≤ e there exists c with b < c < d.

Q10 Can every finite partial order be embedded in the hierarchy?

Can every finite distributive lattice be embedded in the hierarchy?

Q11 How complex is the first-order theory in the language 〈≥,=〉?

Answering these questions will require the development of novel techniques to reason about
transducers. In [50, 44, 55] we have carried out the first steps in this direction and have obtained
some results on atoms in the Transducer degrees:

The degrees of 〈n〉 and 〈n2〉 are atoms. But the degree of 〈nk〉 is not an atom, for any k ≥ 3.

While the degree of 〈nk〉 is not an atom for k ≥ 3, we found the following. For every k ≥ 1, there
is a unique atom degree among the degrees of polynomials of order k (with non-negative integer
coefficients), namely the degree of 〈pk(n)〉 where

pk(n) =

k−1∑
i=0

ai(kn+ i)k

for some a0, . . . , ak−1 > 0. To avoid confusion between two meanings of degrees, namely degrees
of streams and degrees of polynomials, we speak of the order of a polynomial.
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The degree of 〈pk〉 is an atom for every k ≥ 1. Moreover, for every polynomial q of order k we
have 〈q〉 ≥ 〈pk〉, that is, the stream 〈q〉 can be transduced to 〈pk〉.

These results indicate a rich structure among the degrees of polynomials that we intend to investi-
gate:

Q12 How many degrees exist among polynomials of order k?

Q13 What is the structure of the degrees of polynomials?

Dekking [31] has proven the following important theorem about finite state transduction:

The finite state transduct of a morphic stream is morphic (or finite).

As a consequence, the morphic streams form a subhierarchy of the Transducer degrees. As a matter
of fact, many of the sequences, that we are interested in, are morphic. Unfortunately, Dekking’s
proof gives no insights on the structure of the transducts (beyond being morphic). Such an insight
could be very useful for proving non-transducibility between morphic sequences and thereby to
answer questions such as Q1 , above. This leads to the following research questions:

Q14 Can Dekking’s result be strengthened to characterise the possible shapes of the resulting
morphisms?

Q15 Is transducibility (≥) decidable for morphic (or automatic) sequences?

For non-erasing (every transition has a non-empty output) finite state transducers, we have shown
in [126] that α-substitutivity can be used as a criterion for non-transducibility between morphic
sequences. However, this criterion does not generalise to general finite state transduction.

We mention a few more research questions that are interesting to investigate:

Q16 Is every degree a the greatest lower bound of a pair of degrees (6= a)?

0 0

Figure 4 – Are these structures possible in the Transducer degrees?

Q17 Is there a degree that has precisely two degrees below itself? This is displayed in Figure 4
on the right.

Q18 Is there a degree that has precisely three degrees below itself: two incomparable degrees
and the bottom degree? This is displayed in Figure 4 on the left.

Q19 Find suitable notions of Kolmogorov complexity that have relations to the Transducer de-
grees.

Q20 Establish the relations between the well-known families of streams (automatic sequences,
morphic sequences, sturmian sequences, paperfolding sequences, Toeplitz sequences, . . . )
and the hierarchy of stream degrees.
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Motivation

Motivation: degrees of unsolvability

The Transducer degrees are analogous to – but much more fine-grained than – the recursion-
theoretic degrees of unsolvability or Turing degrees. Turing degrees have been the subject of exten-
sive research in the last century with many fascinating results and techniques (Shoenfield [119]).
In contrast, very little is known about the power of the finite automata models when it comes to
transforming streams.

In the Turing degrees, sets of natural numbers are compared by means of transducibility using
Turing machines. The ensuing hierarchy of degrees of unsolvability has been widely studied in the
60’s and 70’s of the last century and later. These degrees can be seen as a measure of complexity
of a set of natural numbers. Note that a set of natural numbers (as the subject of degrees of
unsolvability) is also a stream over the alphabet {0, 1} via its characteristic function. Thus the
degrees of unsolvability can equivalently be considered as a hierarchy of stream degrees. Then we
have Turing machines transforming streams into each other.

For a complexity comparison, Turing machines are too strong. We are typically interested
in computable streams, but they are all identified by transducibility via Turing machines. In the
hierarchy of Turing degrees, all computable streams are trivialised in the bottom degree. We are
therefore interested in studying transducibility of streams with respect to less powerful devices,
such as the concepts of finite automata mentioned above. A reduction of the computational power
results in a finer structure of degrees. A finer structure of degrees gives rise to a novel way to
compare/measure the complexity of streams.

Motivation: constant-space algorithms

Analysing and processing the enormous amount of data generated by various real-world applica-
tions (for instance Internet of Things) is one of the major challenges of computer science today.
This concerns streams of sensor data from continual measurements, streams of financial transac-
tions (stock markets), streams of messages in social media (Twitter or Facebook), and so forth.
When it comes to data sets that are massive in size, even linear algorithms may be too complex
for processing the data. For instance, think of an algorithm with linear space complexity ap-
plied to petabytes of input data. This has led to the rapidly developing research field of sublinear
algorithms that is concerned with the development of algorithms having sublinear-space and/or
sublinear-time complexity.

The most strict form of sublinear-space complexity is constant-space. It is important to note
that a constant-space algorithm is nothing else than a finite state transducer transforming some
input stream into an output stream while using a fixed amount of memory. A constant space-
complexity is indispensable for programs that are intended to run indefinitely, to continually trans-
form an endless input stream into an endless output stream. Any algorithm not having constant
space-complexity will eventually run out of memory when transforming an infinite stream. This
motivates the study of constant-space algorithms for the transformation of streams.
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Background on Streams

Streams are infinite sequences of symbols, also called infinite words, or ω-words. A landmark
was the discovery in 1906 by Axel Thue, founding father of formal language theory, of the famous
Thue–Morse sequence

M = 0110 1001 1001 0110 1001 0110 0110 1001 . . .

Thue was interested in avoiding patterns, like squares ww or cubes www. Indeed, the Thue–
Morse sequence is cube-free. Interpreting the stream as drawing instructions, this stream gives
rise to (via scaling back the approximations and convergence in the Hausdorff metric) a well-
known fractal curve, the Koch snowflake. This famous stream, rediscovered in the theory of
dynamical systems by mathematician Marston Morse in 1942, is a member of two important
families of streams: automatic sequences (defined before) and morphic sequences. The Thue–
Morse sequence is a (purely) morphic sequence that arises starting from the word 0, iterating the
morphism 0 7→ 01, 1 7→ 10, obtaining 0 7→ 01 7→ 0110 7→ 01101001 7→ 0110100110010110 7→
· · · .

Research team and workplan

The core research team will consist of 2 PhD students, 1 postdoc and the principal investigator
(PI). One of the project goals is to stimulate the collaboration of different branches of computer
science and mathematics. To this end, we embed the project in the following extended research
team:

Team member University Expertise
Dr. Helle Hvid Hansen TU Delft coalgebra and coinductive reasoning
Dr. Robbert Fokkink TU Delft topology, automata theory and combinatorics
Dr. Femke van Raamsdonk VU Amsterdam logic and higher-order term rewriting

To facilitate a close collaboration, the second PhD student will work for 2 days per week at the TU
Delft with Helle Hansen and Robbert Fokkink; the principal investigator will join for one of the
two days. Beyond this national collaboration, we have reserved travel budget for research visits
abroad and to invite international researchers to the Vrije Universiteit Amsterdam. In particular,
the postdoc is intended to visit the group of Jeffrey Shallit at the University of Waterloo for 2 or 3
months.

The following diagram presents a rough classification of the questions (for finite state transduc-
ers) with respect to difficulty (short-term, mid-term, long-term) and with respect to methodology:
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The diagrams also depicts the main work packages WP1 , WP2 and WP3 .

– WP1 concerns global structural properties of the hierarchy of stream degrees. For these
questions we expect that (extensions of) our techniques from [53, 54] are applicable.

– WP2 is about local structural properties, that is, what degrees have certain properties (e.g.
a minimal cover, or being the greatest lower bound of two other degrees). We intend to
tackle these questions using general methodology of mathematical logic, recursion theory
and combinatorics on words.

– WP3 concerns the development of criteria (e.g. invariants) for transducibility and non-
transducibility (with a particular focus on morphic and automatic streams).

Each work package can profit from insights obtained in the other packages, but they are sufficiently
independent to prevent stagnation. Each of the work packages comes in 3 flavours, for instance,
the work package WP1 consists of T1 for finite state transducers, M1 for Mealy machines, and
P1 for Pushdown transducers.

We envisage the following work plan for the PhD students:

6 12 18 24 30 36 42 48 54 60
dissemination of results

M1 T1 WP3

M2 T2 P1 P2

PhD 1

PhD 2

Month

The principal investigator and the postdoc (from year 2 to 3) will be active in all tasks and all
activities.
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Knowledge utilisation

(×) Yes, this proposal has the potential of knowledge utilization.

( ) No, this proposal has no direct knowledge utilization.

This project is fundamental, curiosity driven research . We do not claim direct impact on indus-
trial applications or society. This being said, we wish to point out the following. Most of the
groundbreaking results in automata theory have been found by purely curiosity driven research.
Kleene invented regular expressions in 1951, and Chomsky established the Chomsky-hierarchy
in 1956, long before regular and context-free languages became indispensable tools in numerous
industrial applications (for instance, parsing and text processing). Büchi has studied Büchi au-
tomata in 1962, decades before they paved the way to model checking for software and hardware
verification.

The goal of this project is to develop fundamental theory about finite automata for transforming
streams. The applications of this research reside mainly inside the research community . The
interest of the research community is witnessed by three invited talks on the subject of this proposal
given by the principal investigator:

– at the conference Automatic Sequences, Number Theory, Aperiodic Order 2015 in Delft,

– at the conference WORDS 2015 in Kiel,

– at the Fields Workshop - Challenges in Combinatorics on Words 2013 in Toronto.

The importance of the subject has also been recognised by some of the leading researchers in the
field of automata theory. As mentioned before, Jeffrey Shallit highlighted some open problems
on finite state transducers in his invited talk at the British Colloquium for Theoretical Computer
Science 2014.

Building bridges between different areas in computer science and mathematics is an impor-
tant goal of this project. We have pioneered the use of techniques from continuous mathematics
for reasoning about the capabilities and limitations of finite state transducers (see Section ‘Central
objective and methodology’). We also strive to establish results in the reverse direction, enabling
the use of theory about finite state transducers to derive results in continuous mathematics. Simi-
lar connections have been fruitfully exploited in the past: finite automata, giving rise to automatic
sequences, have been shown to have deep connections to number theory.

Shallit, Goc and Henshall [60, 61] develop impressive tools for automated reasoning about
streams properties (for automatic sequences and paperfolding sequences). Among other results,
they obtain automatic proofs of challenging open problems, and derive optimal avoidance bounds
that improve on the best known bounds in the literature. Similarly, the current research proposal
has the potential to contribute to automated reasoning about stream transduction.

In a recent paper [77], Kozen and Soloviev employ a (coalgebraic model) of finite state trans-
ducers as stream transformers for constructing and reasoning about efficient reductions between
random processes. Their framework allows for analysing the trade-off between latency and en-
tropy in a compositional way. They envisage a research program casting Shannon’s information theory
in terms of stream transducers. This is an intriguing application of stream transducers, highlight-
ing the importance of understanding these devices. We think that our project will contribute in this
direction, and we strive to collaborate with Kozen and Soloviev.
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Beyond the research community, teaching automata theory to students can of course profit
from illustrative, elegant and deep results about automata as the ones we strive for.

If this project succeeds in gaining new fundamental insights in finite automata, then these
results may very well have industrial impact in the long term . In modern computing and infor-
mation processing applications, the datatype of infinite streams of symbols is of paramount impor-
tance since information is often conveyed interactively, in a continual way without termination, by
communication with environment stimuli. Applications are ubiquitous in embedded systems, sig-
nal processing, financial data streams, and nowadays even in social media analysis where patterns
in data streams have to be identified and recognized leading for instance to directed advertising.
Indirect applications may even be found in chemistry, where the analysis of quasicrystals turned
out to rest ultimately on the understanding of infinite sequences such as sturmian sequences [13].
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[7] R. Alur and P. Černý. Streaming transducers for algorithmic verification of single-pass
list-processing programs. SIGPLAN Not., 46(1):599–610, January 2011.
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